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ABSTRACT
Initially proposed by Martin Gardner in the 1950s, the famous two-children problem is often presented as a
paradox in probability theory. A relatively recent variant of this paradox states that, while in a two-children
family for which at least one child is a girl, the probability that the other child is a boy is 2/3, this probability
becomes 1/2 if the first name of the girl is disclosed (provided that two sisters may not be given the same
first name). We revisit this variant of the problem and show that, if one adopts a natural model for the way
first names are given to girls, then the probability that the other child is a boy may take any value in (0, 2/3).
By exploiting the concept of Schur-concavity, we study how this probability depends on model parameters.
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1. Introduction

In one of his famous mathematical games, Martin Gardner asked
the following questions: Mr. Smith has two children. At least
one of them is a boy. What is the probability that the other
child is a boy? Mr. Jones has two children. The older is a girl.
What is the probability that the other child is a girl? See Gardner
(1959). While the answers he first provided were 1/3 and 1/2,
respectively, he explicitly stated later that the first question was
actually ambiguous; see Gardner (1987), chap. 14 and 19. To
phrase this question without ambiguity in such a way that the
corresponding answer is indeed 1/3, one should adopt the view
(as we do throughout the present note) that Mr. Smith is ran-
domly selected among all two-children families having at least
one boy; see Bar-Hillel and Falk (1982) or Khovanova (2012) for
discussions on how the answer to this first question depends on
the way one obtains the information that Mr. Smith has at least
one boy.

The two-children problem, that is sometimes referred to as
the boy-or-girl problem, gained much popularity twenty-five
years ago when it was discussed by the well-known columnist
Marilyn vos Savant in Parade magazine (vos Savant 1996). It has
since been discussed in several monographs (Mlodinow 2008;
Chang 2012) and scientific papers (among which D’Agostini
2010; Lynch 2011; Pollak 2013, and the aforementioned ones).

Two variants of the two-children problem are famous. The
first one asks: for a two-children family having at least a girl who
is born on a Tuesday, what is the probability that the other child is
a boy? See Lynch (2011), Falk (2011), Taylor and Stacey (2014),
and Zaskis and Wijeratne (2015). If the probability that a girl
is born on a Tuesday is r, then this probability can be shown
to be equal to 2/(4 − r), which ranges from 1/2 (for r = 0)
to 2/3 (for r = 1); for r = 1/7, the probability that the other

CONTACT Davy Paindaveine dpaindav@ulb.ac.be ECARES and Department of Mathematics, Université libre de Bruxelles, Bruxelles, Belgium.
1In the rest of the article, “name” will throughout stand for “first name”.

child is a boy is thus 14/27. This still assumes that the two-
children family considered here is randomly selected from all
two-children families meeting this particular property; when
removing the ambiguity above in another way, different prob-
abilities are obtained in this variant, too; see Khovanova (2012).

The second variant rather asks: for a two-children family hav-
ing at least a girl whose name1 is Florida, what is the probability
that the other child is a boy? See, for example, Mlodinow (2008)
or Marks and Smith (2011). If two sisters may be given the same
name, then this variant is strictly equivalent to the previous
one: more precisely, if it is assumed that girls are independently
named Florida with probability r, then the probability that the
other child is a boy is 2/(4 − r). To make the second variant of
interest, one therefore needs to assume that two sisters may not
be given the same name, in which case, under the assumptions
associated with what we will call Model A below, the probability
that the other child is a boy is 1/2, irrespective of r; see D’Agostini
(2010).

In this note, we revisit this second variant. In Section 2,
we describe two models that can be considered to answer the
question of interest. The first one, Model A, is the traditional one,
for which both genders are equally likely for the other child—we
carefully state the corresponding assumptions. Then, we intro-
duce a new model, Model B, that specifies the way girl names are
picked by parents. In Section 3, we compute in each model the
probability that the other child is a boy. While both genders are
indeed equally likely in Model A, this probability in Model B may
assume any value in (0, 2/3) depending on popularities of girl
names. In this second model, this probability is actually a Schur-
concave function of name popularities, which allows us to study
how this probability depends on model parameters. In Section 4,
we provide some final comments. Finally, an Appendix collects
technical proofs.

© 2023 American Statistical Association
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2. Two Models

We consider two probabilistic models, labeled Model A and
Model B below, for the gender and name of each child in a
two-children family (in line with the question raised in the
second variant of the two-children problem, we will actually
consider names for girls only). We start by describing assump-
tions that are common to both models. Regarding gender, we
adopt the following assumption.

Assumption 1 (Models A–B). (i) Any born child is a boy (b) with
probability 1/2 and a girl (g) with probability 1/2. (ii) Genders
of both children are independent.

Writing E and Y for Elder and Younger, respectively, we thus
have, with obvious notation, P[Eb] = P[Eg] = P[Yb] =
P[Yg] = 1/2, hence, for example, P[Eb ∩ Yb] = 1/4. Now, we
turn to assumptions involving names. We let r1 := P[Eg1|Eg],
where Eg1 is the event that the elder child is a girl named n1. This
event has thus probability P[Eg1] = P[Eg1|Eg]P[Eg] = r1/2,
which yields P[Eg \ Eg1] = 1 − P[Eb] − P[Eg1] = (1 − r1)/2.
The assumptions common to both models and related to names
are then as follows.

Assumption 2 (Models A–B). (i) Two sisters may not be given
the same name: P[Eg1 ∩ Yg1] = 0. (ii) The name given to
an elder girl and gender of the second child are independent:
P[Yb|Eg1] = P[Yb|Eg](= 1/2). (iii) A girl having an elder
brother is given name n1 with the same probability as an elder
girl child: P[Yg1|(Yg ∩ Eb)] = P[Eg1|Eg](= r1).

Assumption 2(ii) yields P[Eg1 ∩ Yb] = P[Yb|Eg1]P[Eg1] =
r1/4, which implies both P[(Eg \ Eg1) ∩ Yb] = P[Yb] − P[Eb ∩
Yb]−P[Eg1∩Yb] = (1−r1)/4 and (using also Assumption 2(i):)
P[Eg1 ∩ (Yg \ Yg1)] = P[Eg1] − P[Eg1 ∩ Yb]−P[Eg1 ∩ Yg1] =
r1/4. Moreover, Assumption 2(iii) provides P[Eb ∩ Yg1] =
P[Yg1|(Yg ∩ Eb)]P[Yg ∩ Eb] = r1/4, which yields P[Eb ∩ (Yg \
Yg1)] = P[Eb] − P[Eb ∩ Yb] − P[Eb ∩ Yg1] = (1 − r1)/4.
Summing up, Assumptions 1–2 lead to the probabilities given in
Table 1. Clearly, one needs an extra assumption to determine the
missing probabilities in this table, and the two models will differ.
The usual model relies on the following, often tacit, assumption.

Assumption 3 (Model A). P[Yg1|Yg] = P[Eg1|Eg](= r1), or
equivalently P[Yg1] = P[Eg1](= r1/2).

From a statistical point of view, this modeling assumption
essentially translates the expectation that, within two-children
families, there should be roughly as many girls baring the
name n1 among the younger girl children as among elder girl
ones. Under this assumption, we indeed have pA·2 = P[Yg1] =
P[Eg1] = r1/2, which allows us to obtain pA

32 = r1/4,

Table 1. Probabilities obtained from Assumptions 1–2.

Yb Yg1 Yg \ Yg1

Eb 1/4 r1/4 (1 − r1)/4 1/2
Eg1 r1/4 0 r1/4 r1/2

Eg \ Eg1 (1 − r1)/4 p32 p33 (1 − r1)/2
1/2 p·2 p·3 1

pA
33 = (1 − 2r1)/4 and pA·3 = (1 − r1)/2. Note that this imposes

that r1 ≤ 1/2, a restriction we will not have in the alternative
model we now describe.

Unlike the model above, Model B does not rely on a statis-
tical view but rather provides a probabilistic scheme describing
how girl names are picked by parents according to popularity.
Assume that there are K names, n1, . . . , nK say, with respec-
tive popularity r1, . . . , rK , where the rk’s are positive numbers
that sum up to one. If the elder child is a girl, then it will be
accordingly given name nk with probability rk. If the first child
is a boy and the second one is a girl, then the K names are
available for this girl, which will similarly be given name nk with
probability rk. However, if the first child is a girl, named nk say,
then in case a second girl is born, this name is not available
anymore (Assumption 2(i)), and parents will then naturally give
this girl a name according to the rescaled probabilities associated
with r1, . . . , rk−1, rk+1, . . . , rK . This is formalized in the follow-
ing assumption.

Assumption 3 (Model B). Girl names available are n1, . . . , nK .
The first girl born in a family (if any) is given name nk with
probability rk; here, rk ≥ 0 for any k = 1, . . . , K and

∑K
k=1 rk =

1. If the elder girl was given name nk, then the possible second
girl is given name n�, with probability r�(1 − δk�)/(1 − rk),
where δk� takes value one if k = � and value zero otherwise:
P[Yg�|(Egk ∩ Yg)] = r�(1 − δk�)/(1 − rk), k, � = 1, . . . , K,
where Egk (resp., Ygk) denotes the event that the elder (resp.,
younger) child is a girl named nk.

In this model where K names are available, note that Assump-
tion 2(ii) implies that P[Yb|Egk] = P[Yb|Eg](= 1/2) for any k =
1, . . . , K. Consequently, Model B yields

pB
32 =

K∑
k=2

P[Egk ∩ Yg1]

=
K∑

k=2
P[Yg1|(Egk ∩ Yg)]P[Yg|Egk]P[Egk] = 1

4

K∑
k=2

r1rk
1 − rk

,

hence,

pB·2 = r1
4

+ pB
32 = r1

4

(
1 +

K∑
k=2

rk
1 − rk

)
.

Of course, one then has pB
33 = (1 − r1)/4 − pB

32 and pB·3 =
(1/2)−pB·2, but these values will not be needed for our purposes.
Note that, in contrast with Model A, here pB·2 = P[Yg1] may
be different from P[Eg1](= r1/2). We argue that this is natural
in the setup considered: while names are obviously picked by
parents, it seems spurious to assume that the mechanism they
adopt to choose names will ensure that P[Yg1] = P[Eg1]. For
instance, if it turns out that n1 is a very popular name, then
one would expect that P[Yg1] < P[Eg1], since parents in two-
daughters families are likely to pick this popular name for the
first child. Another advantage of Model B is that arbitrarily high
popularity is allowed: r1 may assume any value in (0, 1) in this
model, whereas the constraint P[Yg1] = P[Eg1] inherent to
Model A excludes that r1 exceeds 1/2. Allowing for arbitrar-
ily high popularity of a name is natural and attractive from
a mathematical point of view (if not from a practical point
of view).
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3. Results

In any model satisfying Assumptions 1–2, the probability that a
family has a boy given that it has a girl named n1 is

P[Eb ∪ Yb|Eg1 ∪ Yg1]
= P[(Eb ∪ Yb) ∩ (Eg1 ∪ Yg1)]

P[Eg1 ∪ Yg1] = (r1/4) + (r1/4)

(r1/2) + p·2
;

see Table 1. In Model A, we have p·2 = pA·2 = r1/2, which yields

Theorem 1 (Model A). The probability that a family has a boy
given that it has a girl named n1 is P[Eb ∪ Yb|Eg1 ∪ Yg1] = 1/2,
irrespective of the value of r1.

This is the usual result that, if a family has a girl named n1
(and if two sisters may not be given the same name), then both
genders are equally likely for the other child. We now turn to
Model B, for which the situation is very much different. Up to
renumbering the names n2, . . . , nK , we may of course assume
that r2 ≥ r3 ≥ · · · ≥ rK (note that this does not impose
anything on r1). The model is thus indexed by RK = {r =
(r1, r2, . . . , rK) ∈ (0, 1) :

∑K
k=1 rk = 1, r2 ≥ r3 ≥ · · · ≥ rK}.

For any r ∈ RK , the probability that a family has a boy given
that it has a girl named n1 is then

P[Eb ∪ Yb|Eg1 ∪ Yg1] = (r1/4) + (r1/4)

(r1/2) + pB·2
= 2

3 + ∑K
k=2

rk
1−rk

·
(1)

As r → (0, 1, 0, . . . , 0), this probability converges to zero.
Since rk > 0 for any k, it trivially holds that this probability
is strictly smaller than 2/3, an upper bound that is obtained
as r → (1, 0, . . . , 0). From continuity, the probability in (1) can
take any value in the interval (0, 2

3 ). We therefore proved the
following result.

Theorem 2 (Model B). Fix an integer K ≥ 2. Then, for any r ∈
RK , the probability that the family has a boy given that it has a
girl named n1 is

p(r) = 2
3 + ∑K

k=2
rk

1−rk

·

Moreover, p(RK), the image of RK under the mapping p,
is (0, 2

3 ).

For any K ≥ 2, the uniform configuration r = (1/K, . . . , 1/K)

provides the case p(r) = 1/2 where both genders are equally
likely for the other child. Figure 1 plots p(r) as a function
of r1 for various values of K in the framework where the
names n2, . . . , nK are equally likely (the figure also provides
Monte Carlo simulation results that clearly support our
expression of p(r) in Theorem 2). It will be of interest to
determine for which values of r1 there exists a corresponding
configuration r = (r1, . . . , rK) such that the probability p(r)
that the other child is a boy in the popularity Model B agrees
with the value, 1/2, obtained in the traditional Model A.
For this purpose, a crucial step is to characterize, for each
fixed K ≥ 2 and r1 ∈ (0, 1), the values of p(r) that can be
achieved. This is precisely what is done in the following result,
whose proof is based on the Schur-concavity (for any r1) of the

Figure 1. Plots of p(r), with r = (r1, (1 − r1)/(K − 1), . . . , (1 − r1)/(K − 1)), as a
function of r1, for K = 2, 3, and 10. The wiggly curves are obtained from Monte Carlo
simulations, based on 10, 000 replications, performed for any combination of r1 ∈
{0.01, 0.02, . . . , 0.99} and K ∈ {2, 3, 10}.

mapping (r2, . . . , rK) �→ p(r1, r2, . . . , rK); see the Appendix for
a proof.

Theorem 3 (Model B). Fix an integer K ≥ 2 and r1 ∈ (0, 1).
Define RK(c) := {r ∈ RK : r1 = c} the collection of values r for
which r1 = c. Then, for K = 2,

p(RK(r1)) =
{

2r1
2r1 + 1

}
,

whereas, for K > 2,

p(RK(r1)) =
(

2r1
2r1 + 1

,
2(K − 2 + r1)

4(K − 2 + r1) + 1 − Kr1

]
. (2)

For K > 2, the lower bound is obtained as r → (r1, 1 −
r1, 0, . . . , 0), whereas the upper bound is achieved at r =
(r1, (1 − r1)/(K − 1), . . . , (1 − r1)/(K − 1)).

The graphical illustration in Figure 2 shows that, unless K =
2, typical popularity values for the name n1 (say, r1 ≤ 5%) will
provide a rather wide range for the probability p(r) that the other
child is a boy, that is, for such K and r1, this probability will much
depend on the popularities of the remaining K − 1 names. Note
that the upper bound in (2) reduces to 2r1/(2r1 + 1) for K = 2.
As expected, for any r1 ∈ (0, 1), the (closures of the) feasible
sets p(RK(r1)), K = 2, 3, . . ., form a strictly increasing sequence
with respect to inclusion, and

lim
K→∞ p(RK(r1)) =

(
2r1

2r1 + 1
,

2
4 − r1

]
.

Theorem 3 also easily yields the following result.

Corollary 3.1 (Model B). Fix an integer K ≥ 2 and define SK :=
{r1 ∈ (0, 1) : p(RK(r1)) 
 1

2 }, the collection of r1-values for
which some configuration r = (r1, . . . , rK) makes, in a family

sec:appendix
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Figure 2. Plots of the (fixed-r1) upper bound of p(r) in (2) as a function of r1 for
various values of K , as well as the corresponding lower bound (that does not depend
on K). The shaded area thus emphasizes the feasible values of p(r) for K = 4. The
dashed line segment corresponds to the set S4 in Corollary 3.1.

having a girl named n1, both genders equally likely for the other
child. Then,

S2 =
{

1
2

}
and SK =

[
1
K

,
1
2

)
for K > 2.

As mentioned above, for any K ≥ 2, the uniform case r1 =
r2 = · · · = rK(= 1/K) provides p(r) = 1/2. For K = 2,
this is the only case leading to equally likely genders for the
second child. For K = 3, it is readily checked that the cases r =
(r1, r2, r3) ∈ R3 providing p(r) = 1/2 are described by

r2 = 1 − r1
2

+
√

(3r1 + 1)2 − 4
6

and

r3 = 1 − r1
2

−
√

(3r1 + 1)2 − 4
6

,

with r1 ∈ [ 1
3 , 1

2 ). Figure 3 offers a graphical representation. Note
that the results are in line with Corollary 3.1. More generally,
for K ≥ 4, the collections of (r2, . . . , rK) making both genders
equally likely for the second child is a manifold of dimension
K − 3 in (R+

0 )K−1.

4. Final Comments

This article revisits the name variant of the two-children prob-
lem and shows that, if it is known that the family has a girl
named Florida, say, then the probability that the other child
is a boy may depend on the stochastic model that is adopted,
even if one restricts to models that do not allow two sisters
to have the same name. We show this by recalling that this
probability is always 1/2 in the traditional model and by defining
an alternative, natural, model in which this probability may

Figure 3. This plots r2 and r3 as functions of r1 for all triples r = (r1, r2, r3) ∈ R3
providing p(r) = 1/2 in the case K = 3 (vertical and horizontal lines are plotted
at 1/3 and 1/2). This confirms that S3 := {r1 ∈ (0, 1) : p(R3(r1)) 
 1

2 } is the
interval [ 1

3 , 1
2 ); see Corollary 3.1. It is seen that any solution provides r1 ∈ [r2, r3].

assume any value in(
2r1

2r1 + 1
,

2(K − 2 + r1)

4(K − 2 + r1) + 1 − Kr1

]
,

where r1 is the popularity of the name Florida (more precisely,
r1 is the probability that the first girl born in a family is given
this name) and where K is the number of possible names (this
assumes that K ≥ 3; for K = 2, this probability must be
equal to 2r1/(2r1 + 1)). In this new model, the dependence of
this probability on r1 clearly results from the heterogeneous way
names are assigned to a first girl or a second one in a family.

It is of course natural to investigate whether or not the
assumptions from Section 2 are valid. For Assumption 1, this was
discussed in Carlton and Stansfield (2005), where the authors
conclude that neither Part (i) nor Part (ii) of this assumption
actually holds in practice: more precisely, births of boys are
more frequent than births of girls, and independence of genders
is violated; in line with this, the null hypothesis that the number
of boys follows a binomial distribution with parameters 2
and p for some unspecified p ∈ [0, 1] is rejected at all usual
significance levels (the p-value is below 10−5). While results
of the present note can be trivially extended to asymmetric
gender probabilities, it is unclear how to deal with violation
of the independence assumption (to the best of the authors’
knowledge, this issue actually has not been touched for the
classical Model A). While it would also be of interest to test
whether or not Assumption 2 holds in practice, it would be
more urgent, in the context of the present article, to focus on
Assumption 3 and to investigate which model, among Model A
and Model B, provides a better description of the real world.
This could be done, on the basis of suitable data, by studying
whether or not the proportion of girls named n1 among elder
girls is different from the corresponding proportion among
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younger girls (a significant difference would make it necessary
to consider Model B; see Section 2).

From an inferential point of view, it is natural to estimate the
popularity parameters rk, k = 1, . . . , K, by the observed fre-
quencies of the various names among the collection of first girls
born in two-children families (using the terminology adopted in
the present note, first girls include elder girls as well as younger
girls having an older brother). This may not be the optimal
solution, however, as there are likely ways to exploit information
among younger girls having an older sister, too. Yet, restricting
to a subsample is a reasonable approach, and, as a matter of
fact, it was also considered in Carlton and Stansfield (2005),
where, after rejecting the null hypothesis that genders of both
children are independent, the probability that a newborn is a boy
is estimated by restricting to elder children.

Appendix: Technical Proofs

In this appendix, we prove Theorem 3 and Corollary 3.1.
Proof of Theorem 3. The result for K = 2 trivially follows

from Theorem 2. Fix then K > 2 and r1 ∈ (0, 1). Since the
function x �→ g(x) = x/(1 − x) is strictly convex over (0, 1),
Proposition C.1a in p. 92 from Marshall et al. (2011) yields that
the function

(r2, . . . , rK) �→
K∑

k=2

rk
1 − rk

is strictly Schur-convex on (0, 1)K−1, so that

(r2, . . . , rK) �→ p(r1, r2, . . . , rK) = 2
3 + ∑K

k=2
rk

1−rk

is strictly Schur-concave on (0, 1)K−1. For any r ∈ RK(r1), we
have

∑K
k=2 rk = 1 − r1, hence, also(

1 − r1
K − 1

, . . . ,
1 − r1
K − 1

)
≺ (r2, . . . , rK) ≺ (1 − r1, 0, . . . , 0),

where ≺ refers to the usual majorization ordering; see, for exam-
ple, pp. 8–9 in Marshall et al. (2011). The above Schur-concavity
therefore implies that

p(r1, 1 − r1, 0, . . . , 0) ≤ p(r) ≤ p
(

r1,
1 − r1
K − 1

, . . . ,
1 − r1
K − 1

)

for any r ∈ RK(r1). Since direct evaluation provides

p(r1, 1 − r1, 0, . . . , 0) = 2r1
2r1 + 1

and

p
(

r1,
1 − r1
K − 1

, . . . ,
1 − r1
K − 1

)
= 2(K − 2 + r1)

4(K − 2 + r1) + 1 − Kr1
,

the result follows from continuity of r �→ p(r). �
Proof of Corollary 3.1. The result trivially holds for K = 2,

so we may restrict to K > 2. From Theorem 3, we have that r1 ∈
SK—that is, 1

2 ∈ p(RK(r1))—if and only if

2r1
2r1 + 1

<
1
2

and
1
2

≤ 2(K − 2 + r1)

4(K − 2 + r1) + 1 − Kr1
,

that is, if and only if

r1 <
1
2

and r1 ≥ 1
K

,

which establishes the result. �

Acknowledgments

The authors would like to thank the Editor, the Associate Editor and two
referees for the careful reviews of the manuscript and insightful comments
and suggestions. The present work results from exchanges following a talk
of the Altaïr conference cycle in Brussels; we would like to thank the
organizers.

Disclosure Statement

The authors report there are no competing interests to declare.

Funding

This research is supported by the Program of Concerted Research Actions
(ARC) of the Université libre de Bruxelles and by the Fonds Thelam from
the Fondation Roi Baudouin.

References

Bar-Hillel, M., and Falk, R. (1982), “Some Teasers Concerning Conditional
Probabilities,” Cognition, 11, 109–122. [1]

Carlton, M., and Stansfield, W. (2005),“Making Babies by the Flip of a
Coin?” The American Statistician, 59, 180–182. [4,5]

Chang, M. (2012), Paradoxes in Scientific Inference, New York: Chapman
and Hall/CRC. [1]

D’Agostini, G. (2010), “On the So Called Boy or Girl Paradox,”
arXiv:1001.0708v1. [1]

Falk, R. (2011), “When Truisms Clash: Coping with a Counterintuitive
Problem Concerning the Notorious Two-Child Family,” Thinking &
Reasoning, 17, 353–366. [1]

Gardner, M. (1959), “Mathematical Games,” Scientific American, 200, 164–
174. [1]

(1987), “The Second Scientific American Book of Mathematical Puz-
zles and Diversions, Chicago: The Chicago University Press. [1]

Khovanova, T. (2012), “Martin Gardner’s Mistake,” The College Mathematics
Journal, 43, 20–24. [1]

Lynch, P. (2011), “The Two-Child Paradox: Dichotomy and Ambiguity,”
Irish Mathematical Society Bulletin, 67, 67–73. [1]

Marks, S., and Smith, G. (2011), “The Two-Child Paradox Reborn?” Chance,
24, 54–59. [1]

Marshall, A. W., Olkin, I., and Arnold, B. C. (2011), Inequalities: Theory of
Majorization and Its Applications (2nd ed.), New York: Springer. [5]

Mlodinow, L. (2008), The Drunkard’s Walk. How Randomness Rules Our
Lives, New York: Pantheon Books. [1]

Pollak, M. (2013), “A Stochastic Dominance Property Common to the Boy-
or-Girl Paradox and the Lottery,” Statististics and Probability Letters, 83,
410–413. [1]

Taylor, W., and Stacey, K. (2014), “Gardner’s Two Children
Problems and Variations: Puzzles with Conditional Probability
and Sample Spaces,” The Australian Mathematics Teacher,
70, 1–19. [1]

vos Savant, M. (1996), “Ask Marilyn,” Parade Magazine, May 26, 17. [1]
Zaskis, R., and Wijeratne, C. (2015), “Two Boys Problem Revisited,

or, “What has Tuesday got to do with it?”,” Mathematics Teaching,
18–21. [1]


	Abstract
	1.  Introduction
	2.  Two Models
	3.  Results
	4.  Final Comments
	Appendix: Technical Proofs
	Acknowledgments
	Disclosure Statement
	Funding
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Adobe Gray - 20% Dot Gain)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 200
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.20
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.20
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ([Based on 'TandF-preview-FP'] Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


